Development of a dynamic artificial neural network model of an absorption chiller and its experimental validation
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HIGHLIGHTS

- A commercial absorption chiller has been tested in dynamic operating conditions on a semi-virtual test bench.
- The absorption chiller was modelled in a dynamic way using artificial neural networks.
- The model is validated using experimental data.
- The neural model predictions are very satisfactory, absolute relative errors of the transferred energy are in 0.1-6.6%.

ABSTRACT

Thermally driven chillers powered by waste-heat or solar energy such as absorption chillers could be more appropriate than commercial air-conditioners that use electricity-powered compression cycles. The more the latter are installed in cities the more heat is released and thus the outdoor temperature increases. As a consequence, performance efficiency of the systems based on compression cycles will reduce. In this case those systems will consume a big deal of electricity. However, absorption chillers still face a big impediment to their commercial development for small capacity installations in buildings. The aim of this paper is to present a methodology to model and evaluate the energy performance of such systems so that users could have reliable information about the long-term performance of their systems in the wanted boundary conditions before the installation of the product. Absorption chillers behavior could be very complex and unpredictable especially when the boundary conditions are variable. The system dynamic must be then included in the model. Artificial neural networks (ANNs) have proved to be suitable to tackle such complex problems, particularly when the physical phenomena inside the system are difficult to be modelled. Reliable “black box” ANN modelling is able to identify global models of the system without any advanced knowledge of its internal operating principles. The knowledge of the system’s global inputs and outputs is sufficient. The proposed methodology was applied to evaluate a commercial absorption chiller. Predictions of the ANN model developed were compared, with a satisfactory degree of precision, to two days of experimental measures. The neural model predictions are very satisfactory, absolute relative errors of the transferred energy are in 0.1-6.6%.
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1. Introduction

From more than ten years now, the development of air-conditioning offers more and more comfort and safety to people. Major part (approximately 99%) of commercial air-conditioners use electricity-powered compression cycles. This system must face a paradox: the more air-conditioners installed in a city, the more heat is released to urban atmosphere, and the more ambient air temperature increases, decreasing the performance efficiency of air-conditioners and increasing the cooling load of building [1]. In fine, peak electricity demand for cooling must be tripled [2]. According to Pons et al. [1], part of the solution could be the use of thermally driven chillers powered by waste-heat or solar energy.

The major part of thermally driven chillers available on the market is absorption chiller. The basic physical process consists of at least two chemical components, one of them serving as the refrigerant and the other as the sorbent. The operation of such systems is well documented and is not described here [3]. Main advantages of this technology are the continuous thermodynamic cycle and the high thermal coefficient of performance ($\text{COP}_\text{th}$), compared to adsorption chiller.

Absorption chillers are available on the market in a wide range of capacities and designed for different applications. However, only very few systems are available in a range below 100 kW of cooling capacity. 75% of these systems are single effect absorption chillers [4]. Absorption chillers behavior is highly dependent on the climatic conditions and building quality (i.e. on the boundary conditions) [5]. This is why systems could have poor energy performance in some environments. For this reason it becomes necessary that users could have reliable information about the long-term performance of the system in the wanted boundary conditions. This requires reliable and faithful models of absorption chillers under real conditions.

Two types of models can be used to predict behavior and performances of absorption chillers: physical and empirical ones. Physical models describe all the thermodynamic cycle of the absorption chiller, heat exchangers performances and compute then heating and cooling capacity and temperatures of external fluids. On the contrary simplified models only focused on external fluids computing temperatures and power by a set of non-physical equations fitted with experimental data. Examples of those types of models are well studied and compared in steady states conditions in [6] and [7].

Among simplified models, Artificial Neural Networks (ANNs) seems to be the most powerful mathematic tool to solve this modelling problem. In fact, it was shown that ANNs are universal function approximators [8], so they can be used to approximate the system function. ANNs were applied successfully to solve complex, non-linear, dynamic and multivariable problems. They tolerate errors, imprecisions and missing data too [9]. ANNs were extensively used during the last decade and have been especially used to solve prediction modelling problems in renewable energy thermal systems [10], [11], [12], [13], [14], [15]. In the following are presented selected studies that focus on modelling absorption chiller systems:

- In [16] authors developed an ANN based model of an adsorption chiller. The ANN has 6 inputs (3 inlet temperatures and 3 flow rates) and 3 outputs (3 outlet temperatures). The model developed is able to predict with a high accuracy, error less than 2°C, the output temperatures. However, because it was trained using a quasi-steady state database, the ANN cannot predict the short-term behavior of the system;
- In [17] (another similar study is presented in [18] as well) authors developed an ANN based model of a solar-driven absorption chiller. The model developed was able to predict with a low error both the $\text{COP}_\text{th}$ and the system cooling capacity. For this study only 5 inputs were relevant to model the whole system e.g. the inlet and outlet temperatures of the evaporator and generator, and the average temperature of the hot storage tank. The inputs of the modelling configuration used are not suitable to evaluate the performance of an absorption chiller when only inlet temperatures and flow rates are available;
In [19] authors modelled a double effect absorption chiller in steady state using neural networks. The model was validated using experimental data of about 250 samples. The used ANN predicted the performance of the absorption chiller quite accurately (R² greater than 0.99);

In [20] authors have developed a control system based on an inverse ANN model. The static ANN model, which is an analytical function, leads to a short computing time and as a consequence make this methodology suitable for the on-line control of absorption cooling systems.

Further studies where static ANNs were used to model or optimize absorption chillers could be consulted in [21], [22], [23] and [24].

The presented studies focus only on steady or quasi-steady state behavior of the system and the modelling configuration used in some of them cannot be helpful to predict the long term absorption chiller energy performance. Dynamic simulation plays a very important role in the description of the real performance of an energy conversion system, especially during the activation stage or part-load operation. Such a problem is extremely relevant for absorption chillers, where the high mass of the internal components and the accumulation of the fluids inside the vessels usually make the transient period longer than for mechanical compression chillers [25]. The carried literature shows that there is a need of a complete method to model absorption chillers in order to predict their energy performance. The current work presents a methodology to model absorption chillers in a dynamic way. Indeed, the proposed method does not assume any prior knowledge about the system to be modelled or its components. This makes the method generic and more relevant for a future tool to evaluate absorption chillers energy performance within the framework of a certification context. This methodology is based on a short dynamic test and the identification of a “black box” dynamic model of the system using ANN.

2. The absorption chiller

The absorption chiller used in this study is a single effect water-lithium bromide chiller manufactured by the German company EAW with a nominal cooling capacity of 15 kW. The nominal thermal COP specified by the manufacturer [26] is 0.71. The hydraulic specifications of the chiller are presented in Table 1.

<table>
<thead>
<tr>
<th>EAW Wegracal SE 15</th>
<th>Capacities</th>
<th>Inlet/outlet nominal temperatures</th>
<th>Inlet min/max temperatures</th>
<th>Flowrates</th>
<th>Pressure drops</th>
</tr>
</thead>
<tbody>
<tr>
<td>[kW]</td>
<td>[°C]</td>
<td>[°C]</td>
<td>[m³/h]</td>
<td>[mbars]</td>
<td></td>
</tr>
<tr>
<td>Evaporator</td>
<td>15</td>
<td>17 / 11</td>
<td>6 / -</td>
<td>1.9</td>
<td>400</td>
</tr>
<tr>
<td>Generator</td>
<td>21</td>
<td>90 / 80</td>
<td>70 / 95</td>
<td>1.8</td>
<td>400</td>
</tr>
<tr>
<td>Absorber-Condenser</td>
<td>35</td>
<td>30 / 36</td>
<td>25 / 40</td>
<td>5</td>
<td>900</td>
</tr>
</tbody>
</table>

In order to be representative, the characterization of the absorption chiller must be realized under operating conditions equivalent to those of a real system. For this, a semi virtual testing method is used. This method is based on the use of a solar cooling system model under TRNSYS, which defines at each time step the operating conditions (temperatures and flow rates) applied to the chiller. Then a dynamical test bench transforms the numerical information of the system model into real physical values at each time step.

The methodology used for the dynamical characterization of the absorption chiller is based on the dynamical study of solar combi-system (SCS) developed at INES. This protocol estimates the SCS performances on 12 days representative of the 12 months of a year [27]. Despite the fact that this methodology is difficult to transfer directly to solar cooling system, it is possible to test the solar cooling system on three representative days of the different conditions met during the summer period and corresponding to a day with a high cooling demand and a medium irradiation (day 1), a day with a high cooling demand and a high irradiation (day 2) and a day with a low cooling
demand and a high irradiation (day 3). These three days are chosen between June the 1st and September the 30th in
the Carpentras (south of France) weather data file, used for the test of the system. For each test day (8 hours),
absorption chiller is tested and the rest of the system is simulated with TRNSYS. During the other period, the
complete system, including the absorption chiller, is simulated. One advantage of this methodology is that it is able
to define good initial conditions of the system (building, storage, etc.) at the beginning of the physical test of the
chiller. Compiling the 3 days, is it possible to have representative experimental data of operating chiller conditions
integrated into a solar cooling system.

The semi-virtual test bench consists mainly on a boiler room able to supply hot (54 kW at 180°C) and cold (150 kW
at -10°C) water with two distribution loops, and on test modules of 25 or 50 kW able to reproduce the desired
dynamical thermal loads within these range of temperature, Fig. 1. This test bench allows testing of various thermal
systems for space heating, air conditioning and DHW preparation for different kind of applications (single or
multifamily houses, small industry, small tertiary buildings). The operating conditions of each module are
representative of all or part of a system and their behavior is controlled by a TRNSYS numerical model linked. With
this method, a component or several components are characterized in a semi virtual environment, in fact by
emulating some of the components of the system and the climatic conditions to which it is subjected. In the case of
application, the climatic conditions, the solar loop, the heat rejection loop and the building are emulated.

The test bench is equipped with temperature sensors (uncertainty of 0.1K on T and 0.25K on the $\Delta T$) at the inlet and
outlet of the tested component and with mass flow rate sensors (uncertainty of 0.2% of the measured value) on each
hydraulic loop.

The TRNSYS absorption solar cooling reference system used include the following loops:

- the solar loop, used for the alimentation of the thermally driven chiller, comprised flat-plate collectors, a
  plate heat exchanger and a hot water storage. Using a parametric study, [5] have defined the following
criteria for an optimal design of the solar loop of system : 4.5 m$^2$.kW & 55 l/kW;
the heat rejection of the chiller is connected to a closed circuit cooling tower, designed at nominal values
provided by the chiller manufacturer;
the cold loop uses a heat exchanger like fan-coils able to transfer the cold water power provided by the
chiller into cold air power introduced in the building. In order to adjust the cooling power provided by the
chiller to the cooling demand of the building, the cooling power dissipated by the fan-coils into the building
\( P_{\text{cool}} \) is calculated using the maximal cooling demand of the building \( P_{\text{SFH60}} \), the nominal cooling power
of the chiller \( P_N \), the effective cooling power of the fan coils \( P_{\text{fc}} \) and the effectiveness of the fan coils
\( \eta_{\text{fc}} \), with the following equation:
\[
P_{\text{cool}} = \left( P_{\text{SFH60}} \cdot P_{\text{fc}} \right) / \left( \eta_{\text{fc}} \cdot P_N \right)
\] eq 1
The climatic conditions and the building used for the simulation have been defined by the IEA-SHC Task
32 [28]: Carpentras (FRANCE) and a 60 kWh.m\(^{-2}\).year\(^{-1}\) single family house (SFH 60) with an air change
rate of 0.4 volume per hour.
Two controls are used, one on the solar heat production (comparison between the solar collector temperature and the
storage tank temperature with two hysteresis of +5°C and of -2°C) and one on the internal temperature of the
building (26°C with a hysteresis of -1°C).
The Figure 2 left gives an overview of the inlet and outlet temperature profiles on the three hydraulic loops for the 3
days compiled and the Figure 2 right presents the variation of the inlet temperature profiles for the three considered
sequences: identification and validation 1 & 2.

![Figure 2: Operating temperatures on the three hydraulic loops (left) and inlet temperature profile variations for identification and validation test sequences (right)](image)

On the right picture of Figure 2, the three identified days show different profiles:
- during the first day, the chiller operates during 274 minutes with a decrease of the inlet generator
temperature during the day;
- during the second day, the chiller operate during 471 minutes with first an increase of the inlet generator
temperature from 80 to 93.7°C before decreasing;
- During the day 3, due to a low cooling demand, the chiller operates in an on/off mode with a frequency
close to 30 minutes for each phase.
Changing the boundary conditions (designs of the solar loop and of the closed circuit cooling tower), it is possible to change the inlet temperatures profiles on each loop. The three considered profiles for this study are presented on the Figure xx right. The “Identification” and “Validation 1” temperature profiles are very close, contrary to the Validation 2 temperature profiles lower in terms of inlet temperature at the generator. The temperature and mass flow rate variations for each profile are described in Table 2.

<table>
<thead>
<tr>
<th>Profile</th>
<th>Identification</th>
<th>Validation 1</th>
<th>Validation 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{E,\text{in}}$ [°C]</td>
<td>Average 22.2, Min. 11.4, Max. 45.4</td>
<td>Average 22.0, Min. 10.2, Max. 44.8</td>
<td>Average 22.6, Min. 10.6, Max. 45.7</td>
</tr>
<tr>
<td>$M_{E}$ [kg/h]</td>
<td>1900.8 - 1901.3</td>
<td>2191.2 - 1902.3</td>
<td>1900.3 - 1240.9</td>
</tr>
<tr>
<td>$T_{G,\text{in}}$ [°C]</td>
<td>80.9 - 62.2</td>
<td>80.6 - 62.0</td>
<td>80.1 - 77.0</td>
</tr>
<tr>
<td>$M_{G}$ [kg/h]</td>
<td>1900.0 - 1899.9</td>
<td>1901.9 - 1905.7</td>
<td>1903.5 - 1900.0</td>
</tr>
<tr>
<td>$T_{AC,\text{in}}$ [°C]</td>
<td>29.4 - 17.6</td>
<td>29.4 - 17.6</td>
<td>28.3 - 17.6</td>
</tr>
<tr>
<td>$M_{AC}$ [kg/h]</td>
<td>5005.9 - 4981.7</td>
<td>5000.1 - 4982.3</td>
<td>5000.0 - 4982.3</td>
</tr>
</tbody>
</table>

During the operating mode of the absorption chiller, the thermal losses to the environment of the absorption chiller can be ignored regarding the heat transfers between the system and its boundary conditions. For this reason the ambient temperature was not considered in the model input configuration.

3. The modelling approach

3.1. The ANN theory

ANN theory is clearly presented in [29] and [30]. ANNs are parametric analytical functions whose concept takes inspiration from the human central nervous system. A neuron, the basic element of an ANN, can compute values $z_i$ from a weighted summation of its inputs $x_j$, (eq. 2). The summation coefficients $w_{ij}$ are called synaptic weights. The subscript $i$ denotes the neuron number. The neural operation is presented in eq. 1. The function $f_i$ is called the neural activation function (AF).

$$ z_i = f_i \left( \sum_j w_{ij} x_j \right) \quad \text{eq. 2} $$

Inter-connected neurons constitute what is commonly called a neural network. There are several network architectures and each one is more suitable for a specific problem than others. The most famous architecture for prediction and fitting problems is the class of the multi-layer perceptron (MLP). A MLP is a feed-forward network built of neurons, arranged in layers. It has an input layer, one or more hidden layers and an output layer. In Figure 3 a MLP, with $I$ inputs, $C$ neurons in the hidden layer and $S$ outputs, is represented. The $s^{th}$ output of the network can be obtained using eq. 3.

$$ y_s = f_s \left( \sum_{c=1}^{C} w_{sc} f_c \left( \sum_{i=1}^{I} w_{ci} x_i \right) \right) \quad \text{eq. 3} $$

Modelling a system using an ANN means building the appropriate network architecture (hidden layers, neurons, AFs) and identifying the different weights.
The ANN learning or training is the process of determination of an ensemble of weights so that the underlying function approximates the real system function. In fact, the objective of the training process is to minimize, for a specific ANN structure, a cost function, with respect to weights, knowing a set of data (training data).

Usually, the resulting models fit with high accuracy the learning data set (especially when a lot of neurons are used e.g. a lot of parameters). However, the model prediction precision may be very poor for unseen data (e.g. over-fitting). In some cases, this means that the resulting model has learned only characteristics of the training data set and not the system behavior. In other cases probably the optimizer has been stacked in a local minimum. The learning strategies are ways to deal with those optimization algorithms and the neural network structure in order to get a model that has good generalization ability e.g. accurate estimations for unseen data.

One must be aware that the most optimization algorithms commonly used are local methods. In fact, they are valid for a region near the minimum. This is why a good way of preventing the algorithms to be stacked on a local poor minimum is to train the ANN several times with different starting points (weights initialization).

Training using Cross-Validation and Early Stopping are examples of the most famous learning strategies that are commonly used to prevent over-fitting. The both methods are based on a data set to do validation which must be taken from data available for training. Physical system tests are expensive and usually time consuming. The short time of the system test, which is long, in this study, of only one day, restricts the amount of available data for training. Therefore it is necessary to use a learning strategy that can use a restricted data set without compromising the generalization ability of the model. For this reason it is relevant to use Bayesian regularization method for the learning process. Typically, training aims to minimize the sum of squared errors (SSE) see (eq. 4) with \( y \) the target data at the sequence time \( z \) and \( \hat{y} \) the ANN output at the same time.

$$\text{Obj} = \frac{1}{N} \sum_{i=1}^{N} (y(z) - \hat{y}(z))^2$$ \hspace{1cm} \text{eq. 4}$$

Bayesian regularization modifies the objective function by adding an additional term: the sum of squares of the network weights (eq. 5) where \( \mathbf{w} \) is a vector of parameters to be determined (synaptic weights), \( \alpha \) and \( \beta \) are two constant parameters calculated using a Bayesian regularization methodology [31]. By constraining the size of weights the training process produce an ANN with good generalization ability [32]. In fact, by keeping the weights small the ANN response will be smooth and so the over-fitting is supposed to be prevented. In this study the objective function minimization is done using the Levenberg-Marquardt algorithm.

$$\text{Obj} = \alpha \text{SSE} + \beta \mathbf{w}^T \mathbf{w}$$ \hspace{1cm} \text{eq. 5}$$

Usually, training algorithms (even if coupled to an adequate training strategy) do not necessarily guarantee the production of efficient networks based on row data. This is why it is essential to carry out some data pre-processing.
before training. By normalizing or standardizing the input and target data vectors, the ANN training will be easier and faster, and all vectors will be equally taken into account during the learning process. Equation 6 will be used to pre-treat the training data in order to fall between $\nu_{\min}$ and $\nu_{\max}$ (normalization bounds); $\mathbf{x}$ represents a vector (input or output of the model) of data over time.

$$\frac{x - \nu_{\min}}{\nu_{\max} - \nu_{\min}}(\nu_{\max} - \nu_{\min}) + \nu_{\min} \quad \text{eq. 6}$$

$\nu_{\min}$ and $\nu_{\max}$ represent the minimum and maximum values of each variable.

Generally ANNs do not give good results in extrapolation. One way to reduce the effect of this problem is to select carefully the normalization bounds in eq. 6.

### 3.2. The system modelling process

Determination of the modelling input-output configuration is crucial to develop a reliable and exploitable model. The goal of this study is to develop a model able to predict the energy performance of the system (COP) and its cooling capacity. To do so, it is necessary to predict the outlet temperatures at the level of the evaporator and the generator. These two unknown variables are then used as model outputs and the other ones which are control variables e. g. inlet temperatures (condenser, evaporator and generator) and the three flow rates (condenser, evaporator and generator) are used as model inputs. In order to make the ANN learn the dynamic of the system, delayed outputs must be used as inputs too (by feeding them back). This two outlet temperatures (evaporator and generator), physically, are affected by the outlet temperature of the condenser. This is why it is relevant to add it as output of the model in order to be used as a delayed input. The resulting input-output modelling configuration is presented in Figure 4.

The absorption chiller was tested in a dynamic way as described in section 2.

To determine the optimal model that describes best the system dynamic behaviour, several ANN with different number of neurons (from 1 to 15) were trained. All the models contain one hidden layer and tangent hyperbolic or linear function as the AF. Three normalization bounds: ±1, ±0.3 and ±0.8 were investigated as well. As said in section 3.1 in order to prevent the minimization algorithm getting stuck in local minima each network is retrained 15 times using the Nguyen–Widrow algorithm developed in [33]. Because the true output (actual data) is available during the training of the network, the actual outputs are used instead of feeding back the predicted outputs, as shown in Figure 4. This has the advantage to use an accurate delayed output as an input so the network will learn more efficiently.

![Figure 4 :Open loop architecture](image_url)
The Bayesian information criterion (BIC) was chosen to select the most relevant network [29], [34]. It is defined by

\[ BIC = \ln \frac{RSS}{N} + q \ln \frac{N}{N} \]  

eq. 7

where \( q \) is the number of model weights and \( N \) the size of the learning data.

The BIC is calculated using only the training data and in a closed loop architecture (see Figure 5), in which only

available data, e.g. inputs and the initial values of the outputs, are used to predict the outputs (long-term model

simulation). The open loop architecture is used only during training. The BIC selects ANNs with a small size. This is

advantageous because parsimonious ANNs have a better generalization power as stated in [35].

\[
\begin{align*}
T_{E,in} & \quad M_E \\
T_{AC,in} & \quad M_{AC} \\
T_{G,in} & \quad M_G
\end{align*}
\]

\[
\begin{align*}
\hat{T}_{E,out} \\
\hat{T}_{AC,out} \\
\hat{T}_{G,out}
\end{align*}
\]

Figure 5: Closed loop architecture

The whole training and selection process was developed in MATLAB R2012b and is represented in Figure 6
Figure. 6: Representation of the training process algorithm
4. Results and discussion

4.1. The selection of the model

A number of $4050 \times 15 \times 15 \times 3 \times 3 \times 2$ models were trained. In Figure 7 and 8 the BIC values, corresponding to each created model, are visually represented. Black squares are more packed in the region where the number of neurons is lower than 10 neurons. The BIC penalizes the complexity of the model where complexity refers to the number of parameters in the model. This is in accordance with what is stated in section 3.2. It can be observed also that the penalization is more strong when the normalization interval is equal to $[-0.3, 0.3]$ especially in the case of the linear AF. However, some models with a high number of parameters have a low BIC value (compared to other models with the same AF, TD and normalization interval). This observation can be explained by the fact that their SSE is quite low. The comparison between the BIC values of the ANNs selected for each model features (normalization interval, TD and AF) is given in Table 3 and 4. The best model, based on the BIC, among all the 4050 created ANNs is the model that comes from the 2nd initialization, has 9 neurons in the hidden layer, TD equals to 1, tangent hyperbolic AF and a normalization interval equals to $[-1, 1]$.

Figure 7: Visual representation of the model selection process when the tangent hyperbolic AF is used in the output layer. BIC values were normalized between 0 and 1 to have a better visualization. Each square represents an ANN model that has a specific number of
neurons, normalization interval, TD and created after a specific initialization. The more the square is dark the low BIC is and thus the better generalization power is.

Table 3: Selected ANNs with tangent hyperbolic AF and their corresponding BIC value

<table>
<thead>
<tr>
<th>Normalization interval</th>
<th>TD</th>
<th>Number of neurons</th>
<th>Initialization number</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>[-0.3 0.3]</td>
<td>1</td>
<td>10</td>
<td>10</td>
<td>0.618</td>
</tr>
<tr>
<td>[-0.3 0.3]</td>
<td>2</td>
<td>7</td>
<td>6</td>
<td>0.694</td>
</tr>
<tr>
<td>[-0.3 0.3]</td>
<td>3</td>
<td>6</td>
<td>1</td>
<td>0.625</td>
</tr>
<tr>
<td>[-0.8 0.8]</td>
<td>1</td>
<td>11</td>
<td>3</td>
<td>0.375</td>
</tr>
<tr>
<td>[-0.8 0.8]</td>
<td>2</td>
<td>15</td>
<td>4</td>
<td>1.942</td>
</tr>
<tr>
<td>[-0.8 0.8]</td>
<td>3</td>
<td>14</td>
<td>7</td>
<td>1.388</td>
</tr>
<tr>
<td>[-1 1]</td>
<td>1</td>
<td>9</td>
<td>2</td>
<td>0.358</td>
</tr>
<tr>
<td>[-1 1]</td>
<td>2</td>
<td>15</td>
<td>10</td>
<td>1.723</td>
</tr>
<tr>
<td>[-1 1]</td>
<td>3</td>
<td>5</td>
<td>10</td>
<td>2.648</td>
</tr>
</tbody>
</table>

Figure 8: Visual representation of the model selection process when the linear AF is used in the output layer. BIC values were normalized between 0 and 1 to have a better visualization. Each square represents an ANN model that has a specific number of neurons, normalization interval, TD and created after a specific initialization. The more the square is dark the low BIC is and thus the better generalization power is.
Table 4: Selected ANNs with linear AF and their corresponding BIC value

<table>
<thead>
<tr>
<th>Normalization interval</th>
<th>TD</th>
<th>Number of neurons</th>
<th>Initialization number</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>[-0.3 0.3]</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>0.965</td>
</tr>
<tr>
<td>[-0.3 0.3]</td>
<td>2</td>
<td>6</td>
<td>15</td>
<td>1.135</td>
</tr>
<tr>
<td>[-0.3 0.3]</td>
<td>3</td>
<td>4</td>
<td>7</td>
<td>0.699</td>
</tr>
<tr>
<td>[-0.8 0.8]</td>
<td>1</td>
<td>5</td>
<td>6</td>
<td>0.790</td>
</tr>
<tr>
<td>[-0.8 0.8]</td>
<td>2</td>
<td>5</td>
<td>9</td>
<td>0.411</td>
</tr>
<tr>
<td>[-0.8 0.8]</td>
<td>3</td>
<td>7</td>
<td>9</td>
<td>0.735</td>
</tr>
<tr>
<td>[-1 1]</td>
<td>1</td>
<td>6</td>
<td>14</td>
<td>0.752</td>
</tr>
<tr>
<td>[-1 1]</td>
<td>2</td>
<td>6</td>
<td>5</td>
<td>0.867</td>
</tr>
<tr>
<td>[-1 1]</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>0.668</td>
</tr>
</tbody>
</table>

The Figure 9 presents a comparison between predictions of the selected ANN and the experimental results for the outlet temperatures of each hydraulic loop. This first comparison is based on the identification data. The absolute relative instantaneous error is calculated according to equation 8, where \( \hat{y}_n \) is the estimate of the variable \( y_n \). This relative error is calculated only when the absorption chiller is operating, e.g., when there is a flow rate in each hydraulic loop, otherwise the error is set to zero.

\[
\text{Err}_n = \frac{|\hat{y}_n - y_n|}{y_n} \times 100\% \quad \text{eq. 8}
\]

The ANN predictions are very close to the experimental data. Outlet instantaneous temperature errors, in the whole, less than 6% for the generator and the condenser-absorber and less than 10% for the evaporator. The learning of the latter seems to be more difficult. The mean error values are presented on the Table 5, they do not include the zero values. The mean values are less than 3% which means that the performance of the ANN training process is good. However, to effectively test the generalization ability of the artificial neural model it is necessary to use a set of experimental unseen data.

Table 5: Mean relative error values for the identification step

<table>
<thead>
<tr>
<th></th>
<th>( T_{E, \text{out}} )</th>
<th>( T_{G, \text{out}} )</th>
<th>( T_{AC, \text{out}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identification</td>
<td>2.9%</td>
<td>0.9%</td>
<td>0.9%</td>
</tr>
</tbody>
</table>
Figure 9: Outlet temperature comparisons between numerical and experimental results for each hydraulic loop

4.2. Comparison with field test data

The Figure 10 presents a comparison between the numerical (ANN predictions) and experimental results for the outlet temperatures of each hydraulic loop whereas the Figure 11 presents a comparison between the numerical and experimental results for the thermal powers of each hydraulic loop. The thermal powers are calculated by the equation 9 where $M_r$ is the flow rate of the considered loop and $C_{PH}$ the heat capacity of the heat-transfer fluid.

$$P_r = M_r \cdot C_{PH} \cdot |T_{r,out} - T_{ref}| \quad \text{eq. 9}$$

The mean error values on temperatures and thermal power are presented on the Table 6.

<table>
<thead>
<tr>
<th></th>
<th>$T_{El, out}$</th>
<th>$P_E$</th>
<th>$T_{G, out}$</th>
<th>$P_G$</th>
<th>$T_{AC, out}$</th>
<th>$P_{AC}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Validation 1</td>
<td>4.9%</td>
<td>8.7%</td>
<td>1.1%</td>
<td>4.4%</td>
<td>1.2%</td>
<td>6.6%</td>
</tr>
<tr>
<td>Validation 2</td>
<td>5.0%</td>
<td>9.3%</td>
<td>2.1%</td>
<td>9.3%</td>
<td>1.6%</td>
<td>7.9%</td>
</tr>
</tbody>
</table>
In general the ANN predicts with a good precision degree each temperature for both data sets “validation 1” and “validation 2”. In fact, mean error values of the outlet temperature in each hydraulic loop are less than 5%. As expected, the prediction of the outlet evaporator temperature by the ANN is less accurate than the two other outlet temperature variables. However, the corresponding instantaneous errors are low, still less than 10%. The neural model seems reproducing with a very satisfactory precision degree the dynamic of the system, even in the on-off operating mode from 1100min to 1600min.

The figures show that the ANN performances on the “validation 1” data are better than on the “validation 2” data. This can be explained by the fact that the “validation 1” data are close to the data used during the learning process.

Some oscillations or big differences between the ANN predictions and the test field data can be noticed in the beginning. During this period the system is off, no flow rate in the hydraulic loops, there is no heat transfer between the system and its boundary conditions except the thermal losses to the environment. In the modelling configuration of the system the ambient temperature was not taken into account, this explains why the ANN was not able to predict well the outlet temperatures in this period. However, even when the absorption chiller is off but during the test process the model gives a good estimation of the temperatures. This shows than the ANN could be able to model systems even when a potential influential variable was not included in the inputs configuration set.

The mean error values for the thermal powers predictions are about 9% which is bigger than the values found for the temperature predictions. This is a mathematical amplification which depends on the value of the inlet temperature when calculating the powers.

The absolute relative errors of the transferred energy are given in the Table 7. They were calculated for all the three hydraulic loops (driving loop, heat rejection loop, chilled water loop) of the absorption chiller. Similar results, errors between 0.14% and 2.53% were found in [16] but using an adsorption chiller and in steady and quasi-steady state operating conditions.

<table>
<thead>
<tr>
<th>Table 7: The absolute relative error of the transferred energy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Validation 1</td>
</tr>
<tr>
<td>Validation 2</td>
</tr>
</tbody>
</table>
Figure 10: Outlet temperature comparisons between numerical and experimental results for each hydraulic loops.
Figure 11: Thermal power comparisons between numerical and experimental results for each hydraulic loops
5. Conclusion

In the present paper, the results of the development of a methodology to model absorption chillers for building applications are presented. This can be applied to systems as found on the market and there is no need to create a physical model of the system which could be very difficult and time consuming. The dynamic ANN models developed are able to predict, with a good level of precision, outlet temperatures and the transferred energy of all the three hydraulic loops (driving loop, heat rejection loop, and chilled water loop). In fact, the ANN generalization ability makes possible to predict the system’s behaviour in various conditions (by changing the loads), different from the ones used during the ANN learning process. Absolute relative prediction errors are almost within the range of 1.1-5% for outlet temperatures and 1-6.6% for the transferred energy. The proposed approach will be helpful in the context of energy performance guarantees. Moreover, ANN simulation takes only a few seconds. This is ideal for engineers and designers to compare different solutions and select the system most suitable for a given building and location.

Although in this study the neural model was used in the simulation mode which means that predictions are done for long-term, there is a good agreement between the neural model predictions and the measured data. Usually, short term predictions are more accurate. Therefore ANN models could be used in advanced control systems (predictive control) in order to assess effectively the absorption system operation.
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